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Abstract: A PC system for recognition of natural scene images including human faces and various objects
is proposed. Coarse region segmentation of real images with 64x 64 pixels at the video rate is achieved
by using the FPGA implementation of resistive-fuse networks. A flexible template matching based on
dynamic-link architecture is performed on our PC system.
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1. Introduction

In order to recognize the image of a natural scene includ-
ing several objects, meaningful image regions should be seg-
mented, extracted and recognized separately for reducing the
complexity of the problem. Our proposed recognition proce-
dure consists of coarse region segmentation/extraction, Ga-
bor wavelet transformation (GWT) and dynamic-link match-
ing.

The resistive-fuse network is a well-known image seg-
mentation processing model in which image edges are pre-
served and noise is eliminated V. Some attempts for its
analog LS| implementation have been proposed 2 3. How-
ever, practical design for large-scale analog resistive-fuse
network circuits (more than 100 x 100 pixels) is very diffi-
cult because of unexpected parasitic components and various
non-idealities in analog circuits. Accordingly, we have pro-
posed the resistive-fuse network circuit using pulse-width-
modulation cellular neural networks (PWM-CNN) 49, and
have demonstrated successful LS| implementation for 1-D
case ®. We have aso applied the resistive-fuse network
model to digital image processing *.

In this paper, we propose a semi-realtime recognition sys-
tem using a PC with an FPGA board. In Sec. 2, we describe
the face/object recognition system. In Sec. 3, we present
our system composed of PC/FPGA and show face and ob-
ject recognition results.

2. Face/Object Recognition System

2.1 Processing Flow for Face/Object Recogni-
tion

Figure 1 shows the processing flow for face/object recogni-
tion from natural scene images ®. First, the edge of each
object is extracted by using coarse region segmentation. The
coarse region segmentation performed by a resistive-fuse
network is a unique process in our system. Then, the posi-
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tion and the shape of each region are determined one by one
using the conventional labeling process. Using thisinforma-
tion, the image of the region is extracted from the input im-
age and GWT is performed. Next, template matching using
GWT based on dynamic-link architecture ? is performed.
This architecture is known to be robust to image distortion
including achangein face expression, direction and rotation,
becauseit searchesthe best matched stored image by moving
corresponding sampling points for matching between input
and stored images.

Section 2.2 describes the coarse region segmentation us-
ing the resistive-fuse network circuit. Section 2.3 describes
feature extraction using GWT, and Sec. 2.4 describesflexible
template matching using dynamic-link matching.

2.2 Coarse Region Segmentation
Resistive-Fuse Networ ks

Using

Figure 2(a) shows an original analog circuit of the resistive-
fuse network, in which nonlinear resistance elements con-
nect the neighboring pixel nodes for image region segmen-
tation. The image input I,, for pixel n is given as a volt-
age source. The processing result (output) O,, is given as
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Stored images
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Figure 1: Processing flow for face/object recognition from
natural scene images.
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a node voltage. If the difference between neighboring pix-
els |0,, — Oy| is smaller than the threshold value ¢, the net-
work behaves asasimplelinear resistive network, and image
smoothing is performed. On the other hand, if |O,, — Ox| >
4, the pixel nodes are disconnected each other, and such pix-
els are recognized as an image edge.

Moreover, by changing I-V characteristics of the nonlin-
ear resistance element from linear resistance to resistive-
fuse, as shown in Fig. 2(b), coarse region segmentation can
be achieved. In this processing, for example, a whole face
region is segmented irrespective of small facial parts such as
brows, eyes, anose, and amouth, as shown in Fig. 2(c).

We propose adigital circuit that emulates the operation of
the analog nonlinear circuit by discrete-time dynamics based
on clock operation. The change in each node voltage is cal-
culated using Kirchhoff’s current law, and the steady state is
obtained by repeating the updating process.

Figure 3(a) shows the memory assignment in the whole
image, and the digital resistive-fuse circuit is shown in Fig-
ure 3(b). The look up table memory LUT; transforms the
input data x to output data y according to linear function:
y = ox. Thelook up table memory LUT; corresponds to
the nonlinear function G(+) shown in Figure 2(b). The pixel
data I,, is stored in the “Source memory,” and the pixel data
O,, is stored in the “ Destination memory.” The detail of the
digital LSl implementation of resistive-fuse networks is de-
scribed in Ref. 7.

The proposed algorithm was implemented using an
FPGA. The FPGA used is ALTERA EP20K400EBC652-
1X, which is included in a PCl board shown in Figure 4.
When the clock frequency was 40 MHz, the processing time
was less than 20 ms for an image of 64x 64 pixels.

2.3 Feature Extraction Using GWT

The GWT is performed for a selected region image. The
convolution kernel for GWT can be given by

1 w_éxa oo
5=y OXP <— ! +onx>, (6h)
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where Wy is a parameter that determines the frequency and
the direction. Figure 5 shows an example of GWTs for a
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Figure 2: Resistive-fuse network circuit and the principle of
coarse image region segmentation using it.

human face. Our recognition system uses GWTs with four
directions and five frequencies.

2.4 Dynamic-Link Matching

The matching process has two phases; amemory phaseand a
recognition phase. In the memory phase, GWT coefficients
at all pixels in the extracted image region are stored in the
memory, while in the recognition phase GWT coefficients at
only sampling points (8 x 8) of the image are used for the
flexible template matching process described below. There-
fore, the processing time for GWT in the recognition phase
is much shorter than that in the memory phase, and is negli-
giblein the total recognition time.

The matching evaluation is done by a trade-off between
better matching in Gabor features and less distortion in the
sampling points (Figure 6). The evaluation function is de-
fined as:

E=E,— \E.. 2

Here, £, expressesthe difference between GWT coefficients
of the input image and those of stored images;

71 78
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where V' isaset of sampling points; J,, isaGWT coefficient
vector at point v; superscripts I and S indicate the input im-
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Figure 4: PCI FPGA board.
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Figure 5: Example of GWTs for a human face.
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Figure 3: Digital LSl implementation of resistive-fuse networks: (a) assigned 3x3 pixels in the whole image pixels and (b)
resistive-fuse circuit.
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age and the stored image, respectively. On the other hand,
E. expresses the distortion of the sampling point lattice;

Ee:Z Z ‘Dql)wafw (4)

veV weN,

where N, isaset of neighboring matching points of v; D,
is the distance between v and w.

Our system uses a steepest descent method for searching
the matching points having the minimum E. Here, outer-
most sampling points are fixed. The flowchart of the match-
ing agorithmis shown in Fig. 7.

3. Face/Object Recognition System
Composed of PC/FPGA and Its
Demonstration

Figure 8 shows our recognition system, which consists of a
camera and a PC including an image capture board and a
PCI board with an FPGA. Table 1 shows the specification of
the PC and the software development environment. The pro-
cessing flow for recognition is described below. An image
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Figure 6: Principle of flexible template matching.
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Figure 7: Flowchart of flexible template matching.

of 320x240 pixels is captured by the image capture board.
Coarse region segmentation of the image with a size reduced
t0 64 x 64 pixelsis performed by the PCI FPGA board. Then,
using the edges of the segmented regions, the region images
are extracted one by one using the conventional labeling pro-
cess. The size of theimagesis adjusted to 100x 100 pixels.
Finally, the flexible template matching is performed.

Figure 9 shows display images of the PC. Figure 9(I)
demonstrates a human face recognition result and (l1)
demonstrates a book recognition result. An input image is
shown in Figure 9(a), which is a snapshot of a person stand-
ing in front of awindow-shade. In the usual edge detection,
detail edges of the face and the shade are detected as shown
in Fig. 9(b); No meaningful region can be segmented. In
contrast, the resistive-fuse processing result (c) and its edge
detection result (d) show that only the whole human face
region is successfully segmented. Segmented regions ex-
tracted are listed at (€). The regions of extracted images are
indicated by rectanglesin (a). One of them is chosen (f) and
compared with the stored images listed at (g). A numeral
under each stored image is the value of evaluation function
E. Thebest matching imageis shownin (h), which indicates
acorrect recognition result.

Figure 10 shows examples of matching point lattices.
Point (i) and (i") identify the right eye correctly by searching
smallest E using the dynamic-link matching.

4. Conclusions

The face/object recognition system using coarse region seg-
mentation and flexible template matching was presented.
The resistive-fuse network circuit was implemented in an
FPGA by apixel serial approach, and coarse region segmen-
tation of real images with 64 x 64 pixels at the video rate was

Coarse region || Region Gabor  [Memory isngcgg
segmentation ||extraction|| wavelet | phase | —=5
transform ﬂ m

Capture image

displa:
B | Recog
M % nition | Flexible ﬁ
hase |template x
umatching =
PCI board CPU /l
Image
Capture 1 '_'
board FPGA memory| r.'.‘.
T - :
{ PClbus ) HDD
PC

Figure 8: Face/object recognition system.

Table 1: PC specification and software development envi-
ronment.

CPU Intel Pentium 4/ 1.8GHz
Main memory 1 Ghytes

0s Linux (2.2.18)

GUI toolkit GTK (1.2.10)
Programming language | C (egcs 2.91.66)
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achieved. The flexible template matching using dynamic-
link architecture was performed in the PC system.

(11) Book recognition.

Figure 9: Demonstration of our recognition system.

Figure 10: Examples of matching point lattices: (a) and (c)
are input images, and (b) and (d) are stored images; (i)-
(@i"), (in)-(ii*), (iii)-(iii"), and (iv)-(iv") are the corresponding
points, respectively.
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