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Summary:
This paper proposes a new image seg-

mentation processing method using oscilla-
tor networks. Accurate image segmentation
in the time domain is achieved by introduc-
ing a new double-threshold phase detection
processing. We also propose LSI circuits
for the oscillator network and the new seg-
mentation processing using pulse modula-
tion circuit techniques. Because some of the
circuit components of the original oscillator
network can be used for the new processing
circuit, very few additional parts are neces-
sary, and the circuit area is almost the same
as in the original model.

1 Introduction

The segmentation of a visual image into
a set of coherent patterns is a fundamen-
tal task in image processing. With the re-
cent technological advances in single-object
recognition, this task has become increas-
ingly important. Moreover, real image seg-
mentation has become important in the
�elds of image processing and data commu-
nication because the next generation video/
audio coding format, MPEG-4, proposes
object-base coding in which the �gure and
the background are processed separately.

D. L. Wang and D. Terman have pro-
posed the locally excitatory, globally in-
hibitory oscillator networks (LEGION) as a
practical model for image segmentation us-
ing a nonlinear oscillator system [1, 2]. Im-
age segmentation using oscillator networks
has some advantages when compared with
other models, e.g., automatic labeling of
patterns in the time domain.

However, in the original LEGION model,
the relation between the oscillator state and
the segmentation result is not clear because

the former is in analog while the latter uti-
lizes binary values. An aim of the present
paper, therefore, is to propose a superior
segmentation processing method using os-
cillator networks.

As a related issue, in order to apply
the LEGION model to real-time image or
moving picture segmentation, VLSI imple-
mentation is essential because the LEGION
model requires highly parallel, complicated,
nonlinear operations. We have already pro-
posed circuit architectures for arbitrary non-
linear dynamical systems using pulse mod-
ulation techniques [3, 4]. Based on these ar-
chitectures, we have also proposed circuits
for a nonlinear oscillator portion of the LE-
GION model [5, 6]. Accordingly, a second
aim of this paper is to propose LSI circuits
for the whole oscillator network and for the
new segmentation processing.

2 Image segmentation us-

ing oscillator networks

2.1 Oscillator network model

Schematics of the LEGIONmodel are shown
in Fig. 1. This model is slightly modi�ed
from the original one [2] in order to al-
low for gray-level image segmentation. The
model consists of a large number of oscilla-
tors, each corresponding to a respective im-
age pixel, and a global inhibitor. Each os-
cillator is connected to the neighboring os-
cillators and the global inhibitor, which is
a suitable structure for VLSI implementa-
tion from the viewpoint of interconnection
complexity.

The dynamics of the i-th oscillator are
represented by the following equations:
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Figure 1: Oscillator network model.
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Figure 2: Oscillator network state.

a coupling term described below; and H(x)
andH2(x) are de�ned asH(x) = 1, H2(x) =
1 if x � 0 and H(x) = 0, and H2(x) = �1
if x < 0. The oscillator state is expressed
by the variable xi. These dynamics produce
active and silent phases in each oscillator,
and synchronous and asynchronous states
between oscillators, as shown in Fig. 2. A
region oscillating synchronously is extracted
as a coherent pattern. Whether or not an
oscillator belongs to an oscillation region is
determined by whether H2(Si) is positive or
negative in Eq. (1). The Si and CPi terms
are given by

Si =
X

k2Ni

WikH(xk � �x)

�WzH(z � �z); (3)

CPi =
X

k2Ni

Wik � �p; (4)

where Wz, �x, �z and �p are constants, and
Ni is the neighborhood of i. The connection
weight Wik from oscillator k to i is given by

Wik =
imax

1 + jIPi � IPkj
; (5)

where IPi is the image intensity at pixel i,
and imax is the maximum intensity value
(255 for 8bit data). The global inhibitor
state z in Eq. (3) is given by

z = H(
X

i

H(xi � �xz)� 1); (6)

where �xz is a constant.
The dynamics for segmentation are as fol-

low. When pixel i and k belong to a coher-
ent pattern, weight Wik becomes large be-
cause jIPi � IPkj is small. Oscillators i and
k oscillate synchronously because H2(Si)
in Eq. (1) becomes unity. On the other
hand, oscillators i and k oscillate asyn-
chronously when they belong to neighbor-
ing di�erent coherent patterns because Wik

becomes small. In this way, regions corre-
sponding to di�erent neighboring coherent
patterns are separated from each other.

2.2 Double-thresholding method

for improving image seg-

mentation

The states of oscillators are represented by
analog values, but the information for im-
age segmentation should consist of binary
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Figure 3: Input image and snapshots of oscillator activities f�(xi)g.

values. We de�ne a binary variable �(xi) as
an activity of oscillator i, which determines
whether pixel i is included in the active im-
age region.

Thresholding is a simple method for
obtaining binary data from analog data:
�(xi) = H(xi � �1), where H(�) is the same
step function de�ned in the previous sec-
tion, and �1 is the threshold. In the pre-
vious reports [5, 6], image segmentation by
oscillator networks was performed using this
process. An example of the simulation re-
sults is shown in Fig. 3(b). As time passes,
the coherent regions gradually appear; for
example, letter \C" appears at from t2 to
t3, and letter \D" appears at from t4 to t6.
Moreover, plural coherent regions happen to
appear at t2. The relationship between os-
cillator states fxig and activities f�(xi)g in

such situations is shown in Fig. 4(a). Here,
the variables xi, xj and xk correspond to the
three oscillators indicated within the white
circles of letters \C" and \V", respectively.
As shown Fig. 3(b), it is di�cult to deter-
mine the timings when only one coherent
region is perfectly extracted from the con-
tinuously changing output.

In order to solve this problem, we pro-
pose a double-threshold processing. We in-
troduce the second threshold parameter �2,
and de�ne the activity inhibition region us-
ing both thresholds. When at least one os-
cillator stays at the inhibition region, that
is, �2 < xi < �1, all �(i)'s are set at 0, as
shown in Fig. 4(b). As a result, �(i) =
�(j) = �(k) = 0 at t2, while �(k), �(i)
and �(j) still appear at t1 and t3. The nu-
merical simulation results shown in Fig. 3(c)
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Figure 4: Relationship between oscillator
states fxig and activities f�(xi)g.

demonstrate perfect segmentation in this ex-
ample. It is noted that even when using the
new method, plural coherent regions are ex-
tracted together if no oscillators stay at the
inhibition region and if xi > �1 for all oscil-
lators belonging to the plural regions at the
same time. However, the probability of this
situation occurring is very low.

3 Circuits for image seg-

mentation

3.1 Pulse modulation circuits

for nonlinear dynamical sys-

tem

The pulse modulation approaches achieve
time-domain analog information processing
using pulse signals. These approaches in-
clude pulse-width modulation (PWM) and
pulse-phase modulation (PPM) methods.
The PWM approach is suitable for large-
scale integration of analog processing cir-
cuits because it matches the scaling trend in
Si CMOS technology and leads to low volt-
age operation. This approach also achieves
lower power consumption operation than
traditional digital circuits because one data
is represented by only one state transition.
The PPM approach also has these advan-
tages. However, the PPM approach requires
a reference clock signal de�ning the start
time for measuring the phase, whereas a
PWM signal includes all this information
independently. PWM signals are therefore
suitable for signal transmission, whereas
PPM methods can be used e�ectively in lo-
cal circuits. Thus, pulse modulation ap-
proaches have been used in an analog-digital
merged circuit architecture [7].

Figure 5 shows a circuit that can im-
plement arbitrary nonlinear transformation.
The input voltage is linearly transformed
into a PWM signal Va having a pulse width
of T by comparing it with a linearly ramped
signal Vramp. Then, the PWM signal is
transformed into the PPM signal Vb. The
PPM signal switches a current source modu-
lated by nonlinear non-monotone waveform
f(t). The current source supplies charges
equal to f(T )�t to a serially connected ca-
pacitor C. As a result, the voltage of the ca-
pacitor node is nonlinearly modulated; the
voltage change is f(T )�t=C. If the output
voltage is fed back to the input, this cir-
cuit can implement discrete-time dynamics.
This is an approximate solution of the cor-
responding di�erential equation if the volt-
age change is very small. Thus, we can
easily obtain nonlinearly modulated voltage
and PWM/PPM signal trains following ar-
bitrary nonlinear dynamics.

3.2 Oscillator network circuit

Oscillator circuit A nonlinear oscillator
circuit using the PWM/PPM method is
shown in Fig. 6. This circuit implements
the dynamics expressed by Eqs. (1) and (2).
The values of xi and yi are represented
by voltages Vxi and Vyi, and are stored as
charges in capacitors Cxi and Cyi, respec-
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using pulse modulation.
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Figure 6: Oscillator circuit.

tively. The third-order and tanh functions of
xi in Eqs. (1) and (2) are generated by con-
version from voltage into PPM signals and
the nonlinearly modulated current sources.
The PPM signals switch current sources,
and small charges corresponding to �nite
di�erences in Eqs. (1) and (2) are injected
into or extracted from Cxi and Cyi in each
time step.

A threshold function H(�) as used in
Eqs. (1), (3) and (6) is easily generated by
using a comparator. Since summations and
multiplications are easily performed by us-
ing switched current sources as shown in
Fig. 6, calculations given by Eqs. (1) to (6)
except (5) (see below) are easily performed.
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Figure 7: Connection weight circuit.

Connection Weight Circuit The con-
nection weights expressed by Eq. (5) are ob-
tained by the circuit shown in Fig. 7. Im-
age intensity IPi is assumed to be given
by voltage Vxi. The voltage Vxi is linearly
transformed into a pulse with a width of Ti
by comparator compi1. The absolute di�er-
ence between IPi and the neighboring pixel
data IPk, jIPi � IPkj is generated by an
XOR logic gate as a PWM pulse Tik. The
pulse is transformed into voltage Va, and
Va is compared with a reference signal volt-
age Vrefb that varies in the time domain:
Vrefb(t) = 1=t � 1. The pulse width of
the comparator output, Wik, is obtained by
Vrefb(Wik) = 1=Wik � 1 = Va. Since Va is
proportional to jIPi � IPkj, Wik expressed
by Eq. (5) is obtained, and the results for
eight neighborhoods are stored in capacitors
Cik; (k = 1; � � � ; 8), respectively.

3.3 Double-thresholding circuit

for image segmentation

The double-thresholding circuit described in
Sec 2.2 is shown in Fig. 8. The operations
H(xi � �1) and H(xi � �2) are performed
by compi1 and compi2, respectively. The
XOR gate output Vi is \High" only when
�2 < Vxi < �1. This process is performed for
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all oscillators simultaneously. Therefore, the
NOR output Vout is \Low" if the following
inequalities are valid for at least one oscil-
lator: �2 < Vxi < �1. When Vout is \Low",
all activities f�(Vxi)g are set at zero. Thus,
we can perform the double-thresholding pro-
cess.

We can commonly use comparators for
the connection weight circuit and for the
double-thresholding circuit. We can also use
connections with all oscillators for the global
inhibitor and for this circuit. For this rea-
son, very few additional circuit components
are required for this new double-threshold
processing, and the pixel size is almost the
same as for the original model.

4 Conclusion

We proposed a new image segmentation
method using nonlinear oscillator networks.
By introducing a new double-threshold pro-
cessing and inhibition periods into the activ-
ities of oscillators, accurate image segmen-
tation in the time domain is achieved. Using
the new segmentation process, only one co-
herent region is extracted at a time, and no
region is extracted during the transient pe-
riod for extraction.

We also proposed circuit blocks for the os-
cillator network and the new segmentation
processing using pulse modulation circuit
techniques. The LSI circuit design for the
image segmentation system is in progress.
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